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Instantiated Features and the Use of “Rules”

Lee R. Brooks and Samuel D. Hannah
McMaster University

Classification “rules” in expert and everyday discourse are usually deficient by formal standards, lacking
explicit decision procedures and precise terms. The authors argue that a central function of such weak
rules is to focus on perceptual learning rather than to provide definitions. In 5 experiments, transfer
following learning of family resemblance categories was influenced more by familiar-appearing features
than by novel-appearing features equally acceptable under the rule. This occurred both when rules were
induced and when rules were given at the beginning of instruction. To model this and other phenomena
in categorization, features must be represented on 2 levels: informational and instantiated. These 2 feature
levels are crucial to provide broad generalization while reflecting the known peculiarities of a complex
world.
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While discussing categorization in a cognition course, we askedvho regularly offer similar statements in medical instruction. As
a group of undergraduates the following question: “How do youan example, there is a skin disease, lichen planus, for which a
know that an animal is a bird?” After checking that she had not bytypical identification rule is “a pruritic [itchy], papular [a papule
mistake stumbled into a philosophy course, a student answered, “Being a small, solid bump on the skin] eruption characterized by its
bird sings, flies, and has feathers.” With a knowing smirk, we violaceous [violet] color; polygonal shape; and, sometimes, fine
pointed out that an opera singer with a feather boa who flies on ascale. It is most commonly found on the flexor surfaces of the
airplane would qualify as a bird according to that rule. Theupper extremities, on the genitalia, and on the mucous mem-
student’s reaction was not that this is a rare nonmember that has dkanes” (Chuang & Stitle, Section 2). As with the undergraduates’
of the characteristics in the statement. Rather, the example wastatements, no decision rule is specified (the decision rules in the
taken as picky and a bit stupid. The example did not embody whapsychiatric classifications dbiagnostic and Statistical Manual of
she meant by “sings,” by “flies,” or by “has feathers.” She meant,Mental Disorders[4th ed.; American Psychiatric Association,
of course, birdlike singing, birdlike flying, and the self-generated 1994] are a rare exception in medicine). Further, if we offer a
feathers of a bird. polygonal bump that is a perfect hexagon, no experienced physi-
If this is what the undergraduate meant, then her statement fallgian would be comfortable with calling it lichen planus regardless
short of being a formal rule in several critical ways. In addition to of color, size, or location. Again, terms in the rule seemed to refer
not specifying how the terms are to be weighted to make ao lichen planuslike papules, not just any polygonal bump. Notice
decision, the terms are evidently not to be interpreted as broadly agat for the lichen planus rule, the problem in communication does
the natural language terms allow and indeed are meant to bgot stem from its being a careless or ill-considered production, as
special to the category being characterized. Notice that the probmight be true for the undergraduates.
lem here is not just that people do not have proper weights on the possibly our diagnosticians—the undergraduates describing
terms (as in an inaccurate multiple regression). However weightedjrds or the dermatologists working in their area of expertise—are
a clear instance of flying does not help if it is the wrong kind of simply giving a shorthand version that could easily be expanded if
flying. But if the terms are not independent of the category (if necessary. This is possible for some statements, but we would
“flying” is supposed to mean “birdlike flying” and “singing” is  gyess that the problem generally is more fundamental. Consider
supposed to mean “birdlike singing” without further specification), the task of specifying two legs in a way that would qualify a set of
then they seem circular and rather useless. two legs as being human legs. First, note that one would have to
The idea that such rule statements are useless is clearly not thec|ude items as diverse as a baby’s legs, a sumo wrestler's legs,
opinion either of the undergraduates or of academic physiciang young woman’s legs, a hairy old man’s legs, and the legs of a
starvation victim. One would also have to avoid including stork or
ostrich legs. Similar to the dermatologist looking at a perfect
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further specification, at least in some cases, is not just a matter dfave served the goal of communication. In other discussions, the
carelessness or shorthand. features mentioned are much more specific, often strongly percep-
We are still left with the problem that if the terms as given aretual in nature (Barsalou, 1999; Brooks, Norman, & Allen, 1991;
not independent of the category, if a bird is characterized in term$&chyns, Goldstone, & Thibaut, 1998). The apparent goal in such
of birdlike flying, then they seem circular. One solution to avoid discussions is to account for expertise, with the subtext that the
this problem is to leave the features broadly defined but increasworld is a very complicated and interactive place. The more
the number of terms (e.g., add two legs, having a beak, living indetailed representations of features are also essential to discussions
trees, etc., to feathers, singing, and flying) and decide on the basid perceptual symbol systems (Barsalou, 1999; Goldstone & Bar-
of some combination of them, such as the decision procedursalou, 1998). As has been well documented in the literature,
embodied in a multiple regression. Any one such feature mayeatures at both of these levels have an important role to play.
overlap with other categories, but a sufficiently large number ofWhat we hope to document in this article is that both levels of
them can reliably distinguish valid members from those of neigh-features control aspects of generalization in the same transfer task
boring categories. However, as suggested by the bird—diva aneand that a concurrent consideration of both levels is critical to
dote, the people giving such rules generally do not seem to believenderstanding some of the peculiarities of communications and
that one has an insufficient number of terms. Rather, those peopkeansfer using everyday rules.
imply that one is simply misapplying the terms he or she does Specifically, we would like to argue that when people give
have. In some communications in medical instruction, this impli-everyday rules(lists of features), they commonlgre naming
cation is not a gentle affair. objects of perceptual learning, not giving sufficient criteria for
Despite these apparent insufficiencies in the “rule,” if a personcategorization nor implying decision rulesuch as “majority
actually needed the characterization of bird, if he or she did notules” or “best two out of three.” When learning from a feature list,
know what a bird was but otherwise understood the language, hpeople use the terms of the rule to provide foci of attention for
or she would find the undergraduate’s rule quite useful. Wherperceptual learning. When identifying new items, they commonly
faced with an item identified as a bird, the person would, asare looking for perceptually familiar instantiations, not just infor-
directed by the rule, observe the flying, the singing, and themational matches (e.g., lichen planus-type polygonal papules, not
feathers rather than the color, breathing, or relation to a bread bojust polygonal bumps). To account for rule use, and many other
With exposure to a sufficient number of examples, the persorcategorization problems, people have to characterize features at
would gain some knowledge about what constituted birdlike flyingtwo levels. The first level consists @fformational (broad scope,
and birdlike singing. This presumably would be analogous to whatelatively abstract) features, and the second consiststntiated
medical students do for a good portion of their days. In the case dfeatures (more specific manifestations of an informational feature
the medical students, however, the adequate use of the verbalfgr a particular category). Each informational feature in a category
stated rule would also be critical to their performance on testsis a superordinate (possibly one of several) for the set of instan-
rounds, and eventually in (at least) the communicative aspects dfations acceptable for that category. These principles apply as
practice. If the bird-free undergraduates or medical students wermuch to expert rules used in the formal instruction of identification
to meet a quite unfamiliar member of the category, as is likely foras to the casual rules we elicited from undergraduates who have
beginners, they might still have to rely on the general languagaever considered them before.
extensions of the terms in the appropriate rule. Presumably, how- These proposals have much in common with a number of
ever, it would be with less confidence than if the features in thethemes in the recent categorization and concept learning litera-
new object were very similar to previously encountered instantiatures. Markman and Ross (2003) have emphasized a transfer
tions of those relevant features. appropriate processing analysis. The particular task used in learn-
We argue in this article that the preceding examples illustraténg determines what is learned about the material, and what is
the need for more than one concurrent level of feature specificatiofearned determines which transfer tasks elicit good performance
for modeling and research in concept learning. There is a tendendigee also Whittlesea, Brooks, & Westcott, 1994). This framework
in many discussions and modeling of categorization to use oneecommends close task analyses of what is learned as well as the
level of feature specification for too many jobs. In some discus-investigation of the interaction among different learning tasks;
sions and models, features are represented as a small numberreEommendations that we hope to apply here. Barsalou (1999) and
elements of broad scope. The apparent goal is to account econor8olomon and Barsalou (2001) have demonstrated the critical role
ically for broad generalization. That certainly was the goal in ourfor cognition of perceptually detailed representations, representa-
bird and lichen planus examples; the whole category was to b&ons that are situated in the context and processing of particular
covered with 3-5 terms. It was also the goal in early discussions oéctions. Our instantiated features constitute such a perceptual
prototypes and current work aimed at coordinating with priorsymbol system and confirm the importance of not relying on
knowledge (Murphy & Allopenna, 1994; Rehder, 2003; Rehder & abstract, amodal symbols as in traditional accounts of cognitive
Ross, 2001). However many features are mentioned, they angrocessing. Schyns et al. (1998) have demonstrated the value of
typically on the level of “four legs” rather than “golden retriever thinking of features as categories in themselves, categories that are
four legs” or “golden retriever legs similar to Cleo’s.” The more formed in response to the conditions of learning rather than being
general features support the desired points with less fuss thaselected from a preexisting list of fixed features. Our emphasis on
would the long list of more specific legs necessary to cover thehe formation and selection of instantiated features, rather than on
domain of dog. Clearly, however, the much larger number of moreconsidering similarity solely on a whole-item level, is an applica-
specific features would have done at least as well for the specifition of their approach. The current proposals could also be seen as
goal of categorization, regardless of how badly the long list woulda special case of Sloman and Rips’'s (1998) argument for the
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necessity of combining “the flexibility of similarity-based infer- General Method
ence and the compositionality and certainty associated with rule-
based inference” (p. 87). What we intend to contribute to these [n all of these experiments, training deviates from standard practices in

themes is an argument for the need to consider features at tv\;aassification studies in several potentially important ways. Training in
levels concurrently as well as what we hope is a useful tasllaboratory studies of categorization commonly presents unlabeled single
analysis of deliberate category learning in adults items followed by trial-by-trial feedback until some learning criterion is

achieved. In our experiments, items are initially presented as labeled pairs

The experiments in this article are designed to apply the prin'consisting of one member from each rival category. They are then repre-

ciples motivated by the informal analyses in this introduction t0sented as unlabeled pairs, again from both categories. In the final presen-
the learning of artificial concepts (i.e., to concepts using terms thagation before transfer to new items, single items are presented in a ran-
initially are not practiced and sometimes not authoritative). Experdomized order that is used across all participants. We believe our use of
iment 1 shows that a familiar instantiation of a feature has a greaterontrastive labeled pairs to be more similar to common everyday learning
effect on the classification of a new item than does an informa-Situations than is the single, unlabeled item induction procedure common
tionally equivalent but perceptually novel instantiation. At the in this area. Formal instruction in classrooms or on the job site often
same time, there is also very good generalization to markedl)')'“’o"’es the.labellng of exemplars apd t_he provision of contrasting |tems
novel items that suggests that people are also using a more generﬂd categories. Even informal learning is amply supported by observing

. . . eling done by peers. Items in contrasting categories are readily available
form of knowledge. Experiment 2 provides the same kind Ofin the world and often intuitively sought out. Given that our concern in

evidence for familiar instantiations when a weak rule is given Othese experiments is with the nature of everyday rule knowledge and the

Fhe participants at the beginning of training. This demonStration_isbases of categorization of common objects, these experimental conditions
important for our argument because weak rules (feature lists withayve sufficient ecological validity to be interesting.

no specified decision rule) are a common component of instruction In addition, this procedure is conservative for our hypotheses in that
in medicine, mineralogy, bird identification, and other areas ofusing contrasting pairs could be expected to facilitate the extraction of
formal instruction. Experiment 3 demonstrates that a rule controlstructural knowledge (Gentner & Medina, 1998; Markman & Gentner,
perceptual learning by directing attention to some features in af993), which could lead to participants placing less weight on any partic-
array rather than others. This will support our argument that thi§lar feature. By _faC|I|tat|_ng the (_extractlon of stru_ctural knqwledge, we are
control of instantiation learning is a key function of everyday rules. likely to_be .Work'r.'g against .ﬁndmg an e’rfgct of .S'ngle famuluar features on
. . - ategorization. Finding an influence of single instantiated features under

Experiment 4 demonstrates that learned instantiations can be eﬁq—ese conditions, as is done in all of our experiments, speaks to the
fective even When Fherg is variation among the |nstan.t|at|ons of aypustness of instantiated feature knowledge.
feature in the training items. In all of the other experiments, the ror all experiments reported here, participants were randomly assigned
instantiation of a feature was identical in all of the training itemsto experimental conditions. All participants spoke English as their first
containing that feature. This experiment shows that the effect of #&anguage and were run in cohorts of varying sizes. Only participants
familiar instantiation occurs even when there is reasonable varietgcoring at least 80% correct on both classification rounds involving the
in the manifestations of a feature. Experiment 5 shows that &ingly presented training items (before and after test) were analyzed and
familiar instantiation has a greater effect on the interpretation of deported. We found no reliable between-groups differences in training
neighboring ambiguous feature than does an informationalI)Performance for any of our studies. Alpha was set to .05 for all studies.
equivalent but novel instantiation. This demonstrates an effect that
may be important in medical diagnosis: A clear, perceptually Experiment 1: Initial Demonstration of the Power of
familiar feature may help to interpret less clear features, and this Eamiliar Instantiations
effect is at least partly a matter of perceptual form and not simply
a matter of an informational state. Finally, Experiment 6 shows Experiment 1 was designed to provide an initial demonstration
that more perceptual information is learned from the training itemshat familiar instantiations of features have a greater effect on the
than simply a set of instantiations of features. Some effects otlassification of novel items than do informationally equivalent
perceptual specificity that in the past have been attributed tanstantiations of the same named features. Participants first learned
learning whole instances (e.g., Brooks et al., 1991) may in fact béo categorize items into two family resemblance categories, shown
due to learning the instantiations of the categorically relevanin Figure 1, with the items in the left column callédeebsand
features. Experiment 6 demonstrates that there is still an addition@hose in the right column calle@musesThe top member in each
role for learning whole instances or some other form of relationalcolumn is prototypical for its category, and the items below them
information. are theone-awayseach of which differ from the prototype on a

Collectively, we hope that these experiments demonstrate thatifferent, single dimension. A critical feature of these items is that
perceptual familiarity can be a part of rule application as well asa given instantiation only appears in one category. For example,
part of the less analytic influence of instances. Whole instancealthough items with four legs appear in both categories, the in-
affect categorization by evoking a direct association with thestantiation of four legs in the bleeb category is not the same as the
category. Instantiated features, as characterized here, are assdaistantiation of four legs that is common in the ramus category.
ated with the much more analytic process of relying on someThis was meant to be an elementary simulation of a common
features as being conceptually and predictively critical to makingeveryday constraint, mentioned in the human-bird legs example
a categorization. Again, the major background issue is the relatiogiven earlier: Although both birds and humans have two legs, the
between the informational and instantiated characterizations ofgs never had the same appearance in the two different categories.
these relevant features. We turn to a discussion of the relation After stating whatever rule they had induced during training, the
between these levels of feature characterization in the Generalarticipants were asked to categorize a set of transfer items, half of
Discussion section after we have the data in hand. which are shown in Figure 2. This figure shows only the bleeb test
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items and no conflict from instantiations associated with the opposite

category, transfer should be good. That is, in these two groups, we
should see evidence supporting the wide transfer we have attributed to
informational features as well as the importance of the more specific

transfer associated with particular instantiations.

r A Method
Q@ ,% Participants

Bleeb

Prototypes

Twenty-eight undergraduate students at McMaster University partici-
pated for credit in a 1st-year psychology course. Half of the students were
randomly assigned to the all-novel test condition, and half were assigned to
the perceptual-interference test condition. These test conditions were run
between participants to avoid the potential effect of the all-novel test items
inducing a general informational feature strategy in the perceptual-
interference condition.

jesessd ® Materials
&1 Stimuli consisted of line drawings of imaginary animals displayed on a

screen by a standard overhead projector. Participants indicated their re-
sponses on paper response sheets provided by the experimenter.
The training stimuli consisted of two categories of imaginary animals
9~m created around a family resemblance structure involving four features:
<SS head shape, torso shape, coat pattern, and number of legs. As can be seen
from Figure 1, each category consisted of a prototype with all four features

. S . . and four items that differed from their respective prototype by a single
Figure 1. Training items used in Experiments 1, 2, and 5. The prOtOtypefeature (one-away items). As can be also be seen in Figure 1, deviant

f th tegory is at the t ith the one- training item iant from L .
orthe catego y|§a € top, wi € one-away training items (deviant fro features matched the characteristic feature of the other category only in
prototype on a single feature) beneath each prototype.

terms of its informational content but had a different instantiation. In
training, then, deviant features in training represented an informational
overlap with the rival category but not a perceptual overlap.

items; during testing, these items were mixed with a comparable”-reSt S‘Iﬂmmij_ct_o”SiStlel‘: orlly of new VerSiO”StOf tITe °”e'|a‘,"’a3t/ i“‘i,mts_' '”th?
set of ramuses. At the top of Figure 2 are the prototypes of th?a -novel conaition, afl features were perceptually novel instantiations o

bleebs and ramuses. In the left column are the nonprotot 'caJ]e same informational structure used in training, as shown in the center
u ’ u P YPIC& 5 1umn of Figure 2. As shown in the right column of Figure 2, the deviant

bleeb training items, and in the middle and right columns are SOMEature for the perceptual-interference condition was perceptually identical

far.tr_ansfer items. Thgse items correspond inform.ationally Wit_h th&g the corresponding characteristic value encountered in training. Thus, the
training items shown in the left column but use different manifes-pleeb one-away item with a deviant head shape not only has an angular
tations of the features. For example, the top items in the middlenead but also has the head characteristic of training ramuses.

and right columns have a rounded head, striped markings, a

rounded body, and f_Ol_Jr Iggs, exactly as does the traiqing item iprocedure

the top of the left (training item) column. These transfer items were

designed to look quite different from the training items but be Training. Participants learned to categorize the training items over the

classifiable with the rules we used for the training stimuli course of three blocks. In the first block, labeled pairs were presented

. . . twice, once matched structurally (head-deviant bleeb, head-deviant ramus,
The critical difference between the two sets (columns) of train- . ) .
etc.) and once with a pseudorandomly chosen partner, subject to constraint

!ng |tems is that each O,f the |t§ms n thg right .collumn has. Onethat it be from the other category and not be structurally identical. In this
'nStanF'ated feature tha_t IS 'de_nF'Cal to an instantiation seen in th@lock, participants were not required to make a response. In the second
opposite category during training, whereas those in the centefaining block, items appeared without labels, and participants were re-
column have novel instantiations of the same informational feaquired to identify both members of each display. The experimenter pro-
tures. For example, the top items in the center and right columnsided the correct answers after all participants indicated they were finished.
have four legs, atypical for bleebs, but the four legs in the rightln the final block, single unlabeled items were shown in a random order.
column are the four legs that had been seen on ramuses. BecauBe experimenter again provided the correct answer when all participants
all three of the novel features on these test items are informatiorihdicated they were finished. For all blocks, the same ordering of stimuli
ally consistent with being a bleeb, this design pits the specific formas used across all participants in the experiment.

of one feature against the informational value of three others. If, as Test. Participants identified test items as bleebs or ramuses. The ex-

perimenter presented items individually in a single random order used

hypothesized, the particular instantiation of the feature is IMPOTcross all participants in both conditions. Each item remained on display

tant, the people categorizing the set in the center column should By a1l participants indicated they were done. After identifying the test
more likely to call them bleebs than the people categorizing thoS@ems, participants indicated whether they believed that there was a single
in the right column. At the same time, because the items in theiecessary and sufficient feature pertaining to bleebs and if so what it was.
middle column have the same informational features as the trainingll participants were asked to provide a rule for classifying bleebs and
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Figure 2. Training and transfer items used in Experiments 1 and 2. The left column, together with the prototype,
shows the training items for the bleeb category. The middle column shows the four transfer items that should be called
bleebs by the all-novel transfer group. This set of items has the same informational structure as the training items but
has a novel instantiation of each feature. The items in each of the four main rows all have the same informational
description. The right column shows four of the transfer items for the perceptual-interference group. For each of these
items, the one nonprototypical feature had an instantiation that had been seen in the opposite category during training.
The 1s andOs associated with each item are the informational description of that item.

ramuses. Last, participants identified the training items, which the exper- Results and Discussion
imenter presented in a new random order, kept constant across all partic-

ipants in the experiment. Participants receiving all-novel test items had substantially, and
. significantly, greater accuracy in classifying test items than those
Analysis receiving perceptual-interference itent§l8) = —4.69 df cor-

Mean differences in accuracy, scored according to the three-out-of-fouFECtEd for heteroscedasticityhE = 0.32, Hedges'sy = 1.77.

classification rule consistent with the family resemblance structure, weré®ll-novel participants had an accuracy rate of 79% (6.36 items;
analyzed by & test. SD = 12.6%). Participants receiving perceptual-interference test
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items had an accuracy rate of 42% (3.36 iteBR;= 27.1%). This Experiment 2: Learning Instantiations After Getting
difference shows that familiar instantiations of features have a an Explicit Rule
greater effect on the classification of novel items than do infor-

mationally equivalent instantiations of the same named featuresf. The puﬁtpose %f this eé(_perlmer;t wal_s _to_ show an |rxstar:1tleged-
Obviously, the informational features alone are not sufficient to eature effect under conditions of explicit instruction. At the be-

predict the transfer performance. ginning of tramlng, participants were told the four features tha}t
o constitute the family resemblance structure of one of the categories
However, it is also true that the all-novel group performed o o - I
. . . . without specifying an explicit decision criterion (i.e., no statement
very well on the transfer items, evidently using a transfer policy

that lated well with the rul d to build the it dsuch as “at least three of the four features” was given). As
at corretated wet wi € rule we usedfo bui elemsan suggested in the introduction, this type of weak rule is similar to

t_o _score the resu!t.s..At the least, th_'s_ high performance sets those given in formal instruction in domains such as medicine,
!|m|'t on the specificity of what pgrt|0|pants had learned and mineralogy, and bird identification. Finding an effect of familiar
indicates the need for us to explain very good performance Ofysiantiations after explicit instruction is obviously an important
transfer items whose appearances differ considerably from th§tep in supporting our interpretation of everyday rules.
training items.

The rules given by the participants generally contained 2—4 of Method
the 4 features used in generating the training items. Only 5 par-
ticipants mentioned only 1 feature, and only 2 participants speciParticipants

fied a c?mblnlng rule (“it W_as a bleeb if it had_ most of their Sixty-four McMaster University undergraduate students took part for
features”). One other mentioned that combinations of featurég et in a 1st-year psychology course. Half of these participants were

were important, and a 2nd participant provided a conjunctive rulgandomly assigned to the all-novel condition, and half were assigned to the
for bleebs and a counting rule for ramuses. The report of the 19erceptual-interference condition. A minimum of 30 participants for each
other participants, then, was a list of 2 or 3 features with nocondition was set because we expected that the explicit feature list given at
combining rule. This finding provides empirical support for our the beginning of training would reduce the size of any familiar-
anecdotal observations that people most commonly produce fedstantiation effect obtained.
ture lists when generating rules. Examination of any medical text, )
bird identification guide, or many other instruction manuals for Materials and Apparatus
areas requiring extensive perceptual expertise reveals many rulesthe only difference from the previous experiment was that a feature list
in these domains similar to those given by our participants: 3—&iescribing the four characteristic features defining the family resemblance
features with no decision criterion. structure of the training and test materials was provided in training.

However, the participants’ names for the features were not
always identical to the terms that we had in mind when designProcedure
ing the t.ra'lnsfer set. Thls raises the pOten.tlal problem that Wh_en Procedures differed from the previous experiment by the provision in
the participants d.escrlbed. the feat_ures differently than W_e dldtraining of a feature list mentioned above. This list was displayed by an
then the transfer items might not in fact have the same infor-yerhead projector at the start of training, and the experimenter read out the
mational structure as the training items. For example, if a giverdescriptions as well. The experimenter told participants that “Bleebs usu-
participant described what we termed “a rounded body” as ally have. . .,” read the description of the four features displayed on the
“tear-drop shaped body,” then the test items, which did notfeature list, and then did the same for the ramus category. This feature list
include any such tear-drop shaped bodies, did not provide yas kept visiblt_e during the _display of the fi_rst round of Iabele_d t_raining
novel instantiation of this feature. If this were true, then we |Fems.' A yerbe}tlm transcnptlpn of the experimenter’s feature list instruc-

. . . tions is given in the Appendix.

would not have met our intended condition of having the same
informational structure in test as in training items. The OneAnaIysis
familiar instantiation might have had a large effect because
according to the interpretation of the participant, there would be Analysis was identical to that used in the previous experiment.
only a few informational features that were the same as they had
been in training. To demonstrate that this potential mismatch is
not necessary for Obtaining an effect of the familiar instantiated Participants receiving perceptua|.interference test items again
features, in several subsequent experiments (Experiments 2, 3howed reliably lower accuracy than participants receiving all-
and 6) we gave the participants a “rule,” and therefore thenovel test itemst(62) = —2.39 SE= 2.1%, Hedges's) = 0.61.
intended names of the features at the beginning of training. Irmhe familiar-instantiation effect was reduced to a difference of 10
this way, the participants were given a description of the
informational structure we built into both the training and test————
items. The current experiment provides evidence for the effect 1 As there was borderline evidencg of heteroscedgcity in the percentage
of instantiated features when participants attempted to ir]ducgorrect data, we also rantéest assuming unequal variance. This produced

th | I id for the t f rules that th nearly identical, and significant, results. Because of both the concerns over
e ruie as well as some evidence for the types ot rules tha eNeteroscedacity and the fact that many participants scored over 70%

expressed. The supsequent experiments are necessary to degEBr'rect, leading to a possible dependence of the variance on the mean in the
onstrate an instantiated-features effect when we had communproportion data, we also rart&est on the arcsine transformed proportions.

cated names for the features. This also produced nearly identical, and significant, results.

Results and Discussion
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percentage points (all novel: 91%, 7.31 iten®D = 12.1%; task set for the participants is best served by using informational
perceptual interference: 81%, 6.5 iten®D = 20.8%). This ex-  representations. The variation in Yamauchi and Markman (2000)
periment demonstrates that the instantiations of particular featuresas intended to be a source of difficulty, and indeed it was.
have an effect even when participants have been given an expliclowever, in the situations we attempted to simulate, the variation
rule of the form often used in formal instruction. is strongly confounded with category and is therefore a resource.

As Kaplan and Murphy (2000) have pointed out, it is unlikely The family resemblance structure that led to a rule plus exceptions
that all of the features involved in a categorization are related tar disjunctive rules with the Yamauchi and Markman materials
some knowledge structure. Their point is certainly applicable tocould lead the person to differentiate on the basis of instantiations
medical materials, which regularly have diagnostic features thawith our materials. This additional resource led to quite rapid
cannot be derived (at least by the diagnostician) from what idearning in our situation. We suspect that the difference in material
known about the underlying disease process. In their experimentspuld change this part of the predicted interaction between infer-
they demonstrated a learning benefit for a set of material generateghce and categorization tasks. This stands as an interesting area for
around a theme and showed that this benefit did not come at thirther exploration.
cost of slower learning times for features not related to that theme
by prior knowledge (i.e., background knowledge did not have thegyneriment 3: Weak Rules Direct the Learning of Feature
effect of limiting attention to or of handicapping the learning of Instantiations
features not initially related to the background knowledge). By
analogy, we have found that giving people a rule did not have the A central claim we made in the introduction is that a major role
effect of limiting learning of the form of features given in the rule. of everyday rules is to name objects of perceptual learning, rather
We might have expected that giving the informational features tahan to give sufficient criteria for categorization. Experiment 3 was
the participants would concentrate the participants’ attention ordesigned to document this role of a weak rule (feature list) in
that level of features and thereby eliminate an effect of the instandirecting perceptual learning. The items in Figure 3 can be suc-
tiated features. Consistent with Kaplan and Murphy’s data thatessfully categorized by either of two feature lists. An item is a
question the sufficiency of an attention account of the effect ofbleeb if it has at least two of the features in either list:
prior knowledge, knowing the value of an informational feature
did not prevent our participants from learning and relying on Rule A Rounded, whistle-shaped torso; two plump, stationary
specific appearances. feet—legs; short, wide fan-shaped crest.

In the work that is most directly relevant to the current article,
Yamauchi and Markman (2000) argued that perceptual variability
and similarity have different effects on transfer depending on task.
They found, for example, that perceptual variability has little effect

on performance in an inference task but provided great difficulty Niirected attention to the features named in the list, then the par-

a categorization task. In their categorization task, the learner has . : .
: icipant should learn more about the instantiations of those features
the problem that no feature perfectly predicts the category, and th . . : .
an the instantiations of the features in the alternate list, even

categorlcgl identity of exemplars is W'th.hEId from_ the IearnPfr'though they are equally predictive of the category. Using the same
Yamauchi and Markman argued that this uncertainty regardlnq - ) . .
ypes of transfer items as in Experiments 1 and 2, we predicted that

class identity for the to-be-classified stimulus forces learners tQ[he familiar instantiations named in the rule given to a particular

compare the stimulus with all other encountered stimuli. The higlpealrner ought to have a greater effect on categorizations than the

variability in surface appearance combined with the overlap o . : o : )
L : familiar but unnamed instantiations. Again, despite equal exposure
features produces such complexity in these comparisons that the

search for a set of diagnostic features is drastically impaired, ando equglly predictive features, ipstantiations of the featg res named

the discovery of structural relations in the domain is disrupted.m the list ought to produce a bigger effect on categorization.

This disruptive effect of surface variability is further documented

in Markman and Maddox’s (2003) follow up, which demonstrated Method

that even variability along nondiagnostic dimensions impairs ClaSParticipantS

sification learning. The impairment due to surface variability (var-

ied instantiations, in our terms), noted by Markman and colleagues Twenty-two undergraduate students at McMaster University participated

(Markman & Maddox, 2003; Yamauchi & Markman, 2000), re- in this experiment and received credit in 1st- or 2nd-year psychology

sulted from conditions in which the feature variance within cate-courses as compensation. The 22 participants were randomly assigned to

gories approached that of the variance between categories. In tiwo different training groups, differing in which features (those in Rule A

real world, this is likely to occur only when categories are very ©" those in Rule B) were named in the experimenter’s instructions.

finely grained, such as when discriminating among different vari-

eties of Monarch butterflies or when recognizing different indi- Materials

vidual faces. . . . . i i i
The impairment discovered by Markman and colleagues (Mark- Training. Training materials differed from previous experiments in

’ . that there were six potentially relevant features, divided into two sets of
man & Maddox, 2003; Yamauchi & Markman, 2000), therefore, i ee features. One set (Feature Set A) consisted of torso, feet, and crest,

can be "e?d as resulting from their participant;’ ?nappmpriatel'Yand the second set (Feature Set B) consisted of head, pattern, and tail.
recruiting instantiated features when the association between irExemplars of the bleeb training set with an informational description
stantiation and category identity is abnormally low, such that thebeneath each item are shown in Figure 3. A schematic description of the

Rule B Egg-shaped head on short neck; dark, widely shaped
stripes; short, feathery tail.

A participant was given only one of the two lists. If the list
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Training “bleebs” unnamed features (those in the unnamed set of features in the item). One
exemplar in each category, however, deviated from the prototype only by
a single feature. This was necessary to ensure that each feature took on a

deviant value in two different exemplars.

_ Test. All test items deviated from the training prototype by a single
feature. There were six test items from each category. For the perceptual-
interference group, the deviant feature was a familiar instantiation origi-

A:111 B:1.1.1 Ar1,11 B:211 nally seen in the other category. Perceptual interference came from a
feature named in the rule given in training for three items in each category;
perceptual interference came from an unnamed feature for the remaining

three items. Examples from the ramus category are given in the bottom
X panel of Figure 3, depicting one item with perceptual overlap drawn from
Visee: 22?2* Feature Set A (left) of the training bleebs, and one with the perceptual
Q:‘i > overlap feature drawn from Feature Set B (right) of the training bleebs. It
is worth noting that in this experiment, the perceptually interfering instan-
A:112B:112 Al112 B:1.21 tiation was pitted against at least two novel instantiations of named features

and a total of five novel instantiations that were informationally predictive
of the opposite category. For the all-novel participants, all features were

¥ perceptually novel, including the overlap features, regardless of whether
Y P they were named in the rule.
Reee
ER o

)
e

X

000
.00

Procedure
A121 B:1.21 Ar121 B:112
Training and test procedures were identical to those in Experiment 1
with one exception. At the beginning of training, the experimenter pointed
out three of the features from either Feature Set A or Feature Set B, noting
that these would be useful in learning the categories. In addition to verbally
mentioning them, the experimenter also listed them on an overhead. A
¢ verbatim transcription of the experimenter’'s feature list instructions is
A:21,1 B:2,1,1 A:21,1 B:1,11 given in the Appendix.

Analysis

The data was analyzed by a2 X 2 mixed-design analysis of variance
Sample “ramus” test items (ANOVA), with naming (named, unnamed) as a within-subject factor and
instantiation (familiar, novel) and counterbalance (Feature Set A, Feature

Table 1
Schematic of Category Structure for Bleebs

A:221B:222 A:222B:1,22

Feature Set A Feature Set B

Training
Figure 3. Top: Training items from the bleeb category used in Experi- exemplar Torso Feet-legs Crest Head-neck Pattern Tail
ment 3. A comparable set of eight ramus items were mixed into this list for

training. Features in Set A were named by the experimenter for approxiPrototype 1 1 1 1 1 1
mately half of the participants, whereas those in Set B were named for the A 1 1 2 1 1 2
remaining participants. Beneath each item is its informational encoding. (B: ; i i ; i i
For Feature Set A: torse round (1), angular (2); legs two (1), four (2); D 1 1 1 5 1 1
crest= fan shaped (1), feathery (2). For Feature Set B: headund (1), E 1 1 5 1 5 1
angular (2); pattern= stripes (1), dots (2); taiF short (1), long (2). E 1 2 1 1 1 >
Bottom: Examples of test items used in Experiment 3 for the perceptual- @G 2 1 1 1 1 1

interference condition. Each feature is perceptually novel, except for one
feature encountered previously among bleeb training items. The item oiNote. Either Feature S(_et‘A or Featqre Set B equa_lly well predicted the
the left has a training bleeb’s crest (Feature Set A), whereas the item on theategory. Half of the participants received a rule naming Feature Set A, and

right has the head (Feature Set B) seen previously on most training bleeb8alf of the participants received a rule naming Feature Set B. Features
coded as 1 are characteristic of bleebs, and those coded as 2 are charac-
teristic of ramuses. As with all training materials in this article, the

structure of the bleeb category is given in Table 1 (note that either Featurifistantiations of features were never the same in the bleebs as in the

. ramuses. Torso: ¥ rounded and whistle shaped=2six sided; Feet-legs:
Set A or Feature Set B would equally well prEd',Ct the category by a,"_ two plump and stationary, 2 four thin and stepping; Crest: 2 wide
two-out-of-three rule). Although the nonprototype items were one-awayg g fanlike, 2= tall and treelike; Head—neck: % egg-shaped head and

items with regard to the set of features named in the rule given atyide neck, 2= four-sided head and long, thin neck; Patterre Hark and

instruction, most nonprototype items diverged from their respective prowidely spaced stripes, 2 scattered dots; Tail: & short and feathery, 2
totypes by a total of two features because of the similar variation among théong and curved.
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Set B) as between-subjects factors. Secondary analyses on the differenshould be equally salient. If heads were more salient than feet, they

scores between named and unnamed features were also done. should be attended more in training than feet. If so, perceptually
familiar heads would have a larger interfering effect at test than
Results and Discussion perceptually familiar feet. When unnamed, however, they go un-

. . . . attended, and no difference exists between unattended, or low
Mean accuracy performance is summarized in Table 2. As in the e - .
attended, stimuli. Similarly, the greater learning of the more salient

previous experiments, these data show the interfering effect of ?eature's appearance is of no importance when the appearances of
single feature that pointed to the opposite category than the re- bp P pp

maining features in the item (novet familiar). The unique aIIBfeatures ﬁqre n%vel. f effects of feat ina did not ch
contribution of this experiment is to show that this effect is ecause the order ot etlects of feature naming did not change

with the interaction with counterbalance, we collapsed across this

stronger if the interfering feature is named in a rule provided to the™ ", ble wh ining the diff ted b b
participant. An interfering feature that was among those named jyarabie when examining the difierence scores generated by sub-

a particular rule produced lower accuracy than a feature that Wagactmg tfhe acmrjlracy on unnamedlfeaturels frgmhth?t”o; named
equally predictive but not named in the rule (named accuracy eatures for each participant. We also analyzed the full data set,

80.2%,SD = 15.8%; unnamed accuraey 97.2%,SD = 9.0%) with counterbalance included as a factor, and produced converging
F(1 38'): 67.09 MSE= 0.01. 2 = 613. A familiar instantiation  reSults. This analysis confirms that naming has a larger effect on

of the interfering feature produced more interference than did 4"€ Perceptual-interference participants than on the all-novel par-
novel instantiation (perceptual-interference accuracy83.7%, tcipants,(40) = 2.53, SE,o5eq = 3.1%, Hedges'sy = 0.77.

SD = 17.4%: all novel accuracy 94.2%,SD = 10.3%), F(1 Although the Hedges'g for the all-novel condition was much
38) = 14.06,MSE = 0.02,w? = .227. Furthermore, the effect of larger than for the perceptual overlap condition, it must be remem-

naming was larger for perceptual-interference participants than fopered that there was no variance at all for unnamed features in the
all-novel participants, with a significant Naming Instantiation all-novel condition, which drastically shrinks the pooled standard

interaction, F(1, 38) = 7.03, MSE = 0.01, 0® = .217. The deviation for that effect. When we compared effects directly by

three-way interaction of Naming Instantiationx Counterbal- l00king at the difference scores, we saw that naming a feature
ance was marginally significanE(1, 38) = 3.68, MSE = 0.01,  reduced accuracy for perceptual-interference participants by 22
p = .062,0° = .182. percentage pointsSO = 15.7%) compared with neglecting fea-

Effects within each feature familiarity (perceptual-interference,tures in instruction. Naming reduced accuracy for informational
all-novel) condition were analyzed with a pair of*2 2 mixed- ~ overlap participants, however, only by half that, 11 percentage
design ANOVAs, both with naming (named, unnamed) as aPoints SD = 12.4%).
within-subjects factor and counterbalance (Feature Set A, Feature The feature list evidently directed attention to the features it
Set B) as a between-subjects factor. For both analyses, the effect Bemed, resulting in either greater learning of the instantiations or
naming was significant. For all-novel participants, this was theheavier weighting of them in test items. This result is consistent
only significant effectF(1, 18)= 16.75,MSE= 0.01,0? = .437,  with Murphy and Allopenna’s (1994) suggestion that meaningful
and they were less accurate on named features than on unnamigditures (by analogy for our case, the features named in a rule)
features (named accuraey 88.5%,SD = 12.3%; unnamed accu- Should benefit from an attentional focus. However, the work of
racy = 100%, SD = 0.0%). For perceptual-interference partici- Spalding and Murphy (1999) and Kaplan and Murphy (2000)
pants, there was also an effect of namigl, 20) = 55.47, demonstrated that this prediction has to be made with a careful eye
MSE= 0.01,w” = .714. Again, the named features produced moreon the other coding strategies adopted by the participants.
interference than the unnamed, but the effect appears even largerBy analogy to the birdlike flying examples given in the intro-
(named accuracy= 72.7%,SD = 15.0%; unnamed accuracy duction, our participants seemed to rely on a “bleeblike, whistle-
94.7%,SD = 11.9%). There was also a NamiixgCounterbalance shaped torso” more than a novel instantiation that could also be
interaction,F(1, 20) = 5.86,MSE = 0.01,w® = .289. This is not called a whistle-shaped torso. The unique contribution of this
surprising in some ways. There is no reason why heads and feetxperiment, however, was to show that the rule focused attention

Table 2
Mean Accuracy and Standard Deviations on Test Items in Experiment 3 (Effect of Feature Labeling)

Familiar features

(perceptual interference) Performance  Novel features (all novel) Performance
on familiar on novel Overall
Set A Set B features Set A Set B features performance
Variable M SD M SD M SD M SD M SD M SD M SD
Named feature .67 .14 .78 15 727 150 .89 13 .88 A2 .885 123  .802  .158
Unnamed feature .97 .07 .93 .15 .947 119 1.0 .00 1.0 .00 1.0 .00 972 .090
Performance across naming
conditions .817 .186 .854 .165 .945 .106 .939 .104

Performance across naming
and counterbalance
conditions .837 174 .942 .103
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more on the instantiations of the features named in the rule than oimterference test items (559D = 16.6%) and participants re-
other equally predictive instantiations. Of particular interest forceiving all-novel instantiations in their test items (808&) = 3%),
supporting the perceptual learning aspect of this interpretation i§58) = 6.15, SE = 2.0%, Hedges'yy = 1.59. Therefore, inter-
that when no familiar instantiations were present at test, the effediering effects of instantiated features discussed in this article did
of the rule in directing attention to particular features was drasti-not depend on there only having been one instantiation of a given
cally reduced. feature in the training items.

Experiment 4: Similar But Not Identical Feature

it Experiment 5: Biasing the Interpretation of Ambi
Instantiations periment 5: Biasing the Interpretation of Ambiguous

Instantiations

In all of the previous experiments, the same instantiations were ] ) ) -
used in all of the training items containing that feature in the same ThiS experiment was designed to determine whether a familiar
category. However similar the legs of one golden retriever are tdnstantiation ha; a greater effect on the interpretation of ambiguous
the legs of another, it is surely not true that in general the charf€atures in an item, as well as of the item itself, than does an
acteristic instantiations of a feature in a category are |itera||yinf0rmationally equivalent but novel instantiation. If so, this would
identical to one another. In Experiment 4, the instantiations of thélémonstrate an effect that may be of interest in many professional
same feature in the training items were very similar but notcategorization tasks, including medical diagnosis: A clear, percep-
identical to one another across all items. It is possible that whefually familiar feature may help to interpret less clear features, and
such variety of instantiations are used in training, the participant$his effect would be at least partly a matter of perceptual instan-
might rely on the informational features rather than being influ-tiation and not simply a matter of an informational value.
enced by the one instantiation seen in training. The purpose of this After the same training as in Experiment 1, participants were
experiment, then, was to show that physical identity of featureshown items such as those in Figure 5. Three of the features in

across items within a Category is not necessary to produce th@ach of these animals have a mixture of the Contrasting informa-
effect of familiar instantiated features. tional features from training. For example, the animal in the top

left of Figure 5A could be seen to have markings that are stripes
M but also as composed of dots. The legs could be seen as two but
ethod X .
also as four legs in which two are nearly occluded. The body shape
Participants has both rounded and angular components. The fourth feature in
each item in Figure 5A is the biasing instantiation, coming from
Twenty-eight undergraduate students at McMaster University partici-gither the bleeb or the ramus prototype. For example, the head on
pated for cred_|t In a 1st-year psychology course. Hal.f o.f the Stuq(.ems Welthe top left item is the prototype bleeb head instantiation, and the
randomly assigned to each counterbalanced instantiation condition. . L . . -
head on the item to its right is the prototype ramus instantiation. If
. this clear feature biases the interpretation of the ambiguous fea-
Materials tures, then there should be more bleeb interpretations with the
Training materials were changed from those used in Experiments 1 anfle€b head and more ramus interpretations with the ramus head.
2, such that the instantiations of the features were not identical across aWVe expected that the animal in the top left would be more likely
of the training exemplars for the same category. Two sets of perceptuako be interpreted as having stripes, two legs, and a rounded body,
interference test items were created using different instantiated features whereas the animal to its right would be more likely to be said to
training to counterbalance for feature salience. Bleeb exemplars used ihave dots, four legs, and an angular body. Figure 5B is the control
training (left column) and in the perceptual-interference test conditionsfor the effect of informational value. The heads in the top row are

(middle and right columns) are shown in Figure 4. rounded on the left, and they are angular on the right, just as for
Figure 5A, but in this case, they are novel instantiations. If the
Procedure familiar instantiations are important, there will be more category-

consistent identifications in Figure 5A than in Figure 5B. A given

Training and test procedures were identical to Experiment 1. - . . . . Lo
g P P participant will be asked to identify the items in Figure 5A or the

Analysis items in Figure 5B and to justify his or her decision by listing
) . ) ) i supporting features.
Data analysis was identical to that used in Experiment 1. The measures were how many category-appropriate shifts of

categorization a particular participant gives for each of the two
panels and what proportion of participants reversed their interpre-
No significant differences in accuracy of classifying test itemstation of the ambiguous features listed in support of their decisions.
were found between the groups counterbalancing for thd.isting the same feature for both members of an ambiguous pair
perceptual-interference feature used at t#28) = — 0.31,SE= while reversing the classification of the second pair would indicate
4.3% (Counterbalance £ 55%, SD = 18.2%; Counterbalance a reversal in the interpretation of that feature. For example, sup-
2 = 54%,SD = 15.1%). Therefore, these groups were collapsedpose a participant classified the top left test item in Figure 5A
into a single group for comparison with participants classifying feature as a bleeb and indicated the ambiguous legs as a supporting
all-novel test items. feature. If the participant later called its matched item, the item in
A significant difference in accuracy of classification of test the top right of Figure 5A, a ramus but still put down legs as a
items was found among participants receiving perceptualsupporting feature, this would indicate that the change of the

Results and Discussion
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Prototype Bleeb

Prototype Ramus

Transfer items (Perceptual interfence)

Non-Proto Training Counterbalance 1 Counterbalance 2
0111 0111 0111
1011 1011 1011

143

1110 1110 1110

Figure 4. Training bleebs (left column) and test bleebs (middle and right columns) in the perceptual-
interference conditions in Experiment 4. Each of the instantiations of the training features is a different variant
of the prototype features.

unambiguous features (heads) changed the interpretation of tHdaterials

ambiguous legs.
Training. Training items were identical to those used in Experiment 1.

Test. Test materials consisted of paired versions of the same four
ambiguous test animals. For each of these items, two or three features
contained a mixture of properties, such as heads that had both rounded and
angular elements. In the familiar-instantiation condition, one version of

A total of 56 undergraduate students from McMaster University took €ach item had a bleeb training feature, and one version had a ramus training
part in the study, with 28 participants being randomly assigned to eacfieature (see Figure 5A). In the novel instantiation condition (see Figure
transfer condition. Participants received course credit for either a 1st- 0bB), one version had a novel instantiation of a characteristic bleeb feature
2nd-year psychology course. (e.g., novel-looking rounded head), and one version had the ramus equiv-

Method

Participants
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A B

Figure 5. Familiar-instantiation test pairs (A) and novel-instantiation feature test pairs (B) in Experiment 5.

alent. A pilot study suggested that some participants found the ramus Results and Discussion

pattern somewhat ambiguous itself; thus, a second set of items with

unambiguous feet were used instead of a pair of pattern-based items. In Participants receiving ambiguous test items with a familiar

debriefing participants from the previous studies, and examining the feainstantiation of the biasing feature were significantly more

tures listed in rule statements, we discovered that although head and tordikely to reverse their classification as the biasing feature

were highly salient, both feet and pattern were less salient and roughlghanged than were participants receiving test items with a novel

equivalent in their saliency. instantiation of the biasing featurg54) = 5.96, SE = 0.12,
Hedges'sg = 1.62 (familiar instantiation= 2.21 reversals,
Procedure SD = 0.88; novel instantiation= 0.82 reversalsSD = 0.92).

Training was identical to Experiment 1. At test, either the novel or Whejn- the biasing featur-e was 'pe.rceptually novel, 23'5% of
familiar feature instantiation materials were shown, one at a time. Particp‘r’lrt'c'pantS reversed the.lr descr{ptlon of one O,r more ambigu-
ipants saw both pair members, with items shown in a pseudorandom ordePUS features to be consistent with the unambiguous feat_u_re’s
subject to the constraint that at least two items separate pair mates. As fategory. When the biasing feature was perceptually familiar,
the previous experiments, participants merely identified each of the eighbowever, 42.9% of participants reversed their description of at
items they saw. Which item was presented first was counterbalanced acroksast one ambiguous feature to be consistent with the unambig-
participants. After all of the items had been identified, the items wereuous feature’s category (percentage differercd9.4). A test
|ndIV|duaIIy represented in the Original order, and participants were aSkelbf the equa”ty between conditions of the proportion of reversals
to justify their decisions for each item by indicating supporting features. cqonfirms that they are reliably differenz & —506.65, normal

_ approximation to the binomial). Evidently, the instantiations,
Analysis not just the informational features, were influential in determin-

The dependent variables in this experiment were the number of reversal8'Y the classification of items W'th ambiguous features and the
of item classifications and of feature descriptions across paired stimuli. Thdé€atures themselves. We take this to be analogous to the phe-
difference between transfer groups was analyzed usingst. A Mann—  Nomenon of a biasing piece of information changing the iden-
Whitney U test was also performed on the same data and producedification of items and features in medicine (e.g., LeBlanc,
convergent results to thietest reported here. Norman, & Brooks, 2001). The difference is that in the current
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study, the differing interpretation of the item and the features
occurred within the same participant within 1 min or 2. Further,
the items were relatively simple and did not depend on afndhead, md bodysiripes,2 legs, short tail  Ang head, ang body, dots, 6 legs, long fail
complex educational history.

Bleebs Ramuses

Experiment 6: “Breeds Within Species"—Specificity
Effects Beyond Lists of Instantiations

Experiment 6 was designed to show that more perceptual infor

mation is learned from the training items than simply from a set of

feature instantiations. Some effects of perceptual specificity that ir

the past have been attributed to learning whole instances may i
fact be due to learning the instantiations of categorically relevan
features. For example, the diagnostic advantage of previousl
having seen a perceptually similar dermatological case might hav
been due to the similarity of isolated feature instantiations rathe
than to the overall similarity of the whole case (configural prop-
erties, correlated features—whatever makes two items look simila
overall rather than just similar in one or two parts), as suggested b
Brooks et al. (1991). If so, then the diagnostic rules might be
exerting a more direct effect of perceptual specificity than we hac
supposed. This experiment was designed to determine whethi
there is still an additional role for learning whole instances or some
other form of relational information.

The materials in Experiment 6 were generated by analogy tc
breeds that form clusters within species. In general, dogs diffe
from cats on a number of characteristics. However, within these
species differences, there are clusters formed by different breed
such as spaniels and terriers, Siamese cats and Persian cats. [
spite the consistency of cats relative to dogs in shape of eye:
configuration of whiskers, movement of tails, and posture when
sitting, the particular breeds have distinctive manifestations of
these characteristics. Consequently, a picture of a cat with .
Persian face on a Siamese body would look decidedly odd, pos
sibly leading to the suspicion that the picture had been alterec
However, that suspicion would not be based on anything that wa
incorrect about any single informational or instantiated feature.
Instead, the rejection of the picture would be based on the com
bination of individually correct features. The materials in Figure 6
were designed to provoke this kind of judgment.

In the top panel of Figure 6, it can be seen that each of the twc
categories form a family resemblance “species” based on five infor
mational features: roundedness of head, roundedness of body, numt
of legs, markings, and length of tail. However, the top three and the
bottom three animals in each species form clusters of distinctive
instantiations of those features (i.e., the instantiation of the samgigyre 6. Top: Training items used in Experiment 6. The prototype for
informational feature is identical for members of a single “breed” buteach category is depicted at the top of each column. The first three
differs from the instantiation of that informational feature for the otheritems in each column represent one “breed” within each “species,” and
breed). The bottom panel shows a sample display in which a partighe bottom three items represent a second breed within the same
ipant who had learned the training items might judge one of the item§pecies. Bottom: An example of a choice presented in a test trial. All
as consisting of an odd combination of individually familiar fea- thr_eg items instantigte the same information embodied in one of the
tures—a nonbiological hybrid between Persians and Siamese. If thi§aining one-away items. For the item on the left, all features are
were indeed the judgment, then clearly the participants would havge'rceDtually novel. For t.he middle item, the four category-consistent
learned more about the items than the individual-feature instantiaBeatures (head, torso, tail, feet-legs) all come from the same training
) . o ) reed (bottom three items in the left column of the top panel). For the
tions. This knowledge of common association among features is o on the right, the head and feet were seen in training in one breed
of the arguments that has been advanced in favor of instance modglgpresented by the top three training items), whereas the torso and tail
(e.g., Wattenmaker, 1993) and is not accounted for by the instantiategdrere seen in training in the other breed members. The lalkehovel
feature hypothesis argued for in this article. and so forth were not shown to participants.

by

All nove! One breed Two breeds
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Method Results and Discussion

Participants There was a significant difference in typicality ratings across
test items, as revealed by a Friedman rank tesk abrrelated
Sixteen undergraduates from McMaster University took part in thissamples,xé(z N—16) = 26.8. The mean difference between the
experiment for credit in 1st- and 2nd-year psychology courses. lowest ranked items (one breed) and the highest ranked items (all
novel) was 1.2 rank steps (1.5 vs. 2.7). One-breed items were
Materials and Apparatus reliably considered more likely to be members of their respective
o o ) categories than two-breed items (1.5 vs. 1T8}).2) = 13.5, which
Training. One characteristic feature, tail, was added to the four-featurem turn were reliably considered more likely to be members of their
structure used in most of the prior experiments. This resulted in eac?espective categories than all-novel items (1.8 vs. Z(@6) = O,

training category having six members, five one-away items and one pro-

totype (see Figure 5). Most important, within each category, two subordi-SES = 0.06 for all three groups. The lower ranking of the all-novel

nate categories were created on the basis of the feature values irrelevant¢@ndition than the others shows that familiar instantiations con-
the basic-level distinction. Each species, therefore, consisted of two breedibute to judgments of category membership above that contrib-
For example, although bleebs usually had rounded heads, rounded torsagied by informational values, the main point of all of the other

two legs, stripes, and short tails, for half of the items (first three in Figureexperiments in this article. The higher score for the one-breed
5), the torso was kidney shaped, the head was egg shaped, the legs wesendition over the two-breed condition shows that learners re-
short, the tail was rabbitlike (when short), and the stripes were thick (whersponded to the familiarity of instantiated-feature combination and

present). For the remaining items, the torso was usually oblong, the heagqt just the familiarity of each of the feature instantiations
was circular, the legs were long, the tail was hook shaped, and the Stripetﬁemselves

were thin and wavy. However, prior studies have found little evidence for a role for
Test. Test items were presented in triads. Each member of a triad was P

identical at a purely informational level, embodying the same im‘ormationCorre“”‘ted features. For example, Malt and Smith (1983) found

as the training one-away items. One member was composed of perceptualijti® to no contribution to typicality judgments of naturalistic
novel instantiations of a given one-away item’s characteristic informationalcategories when given items consisting of correlated features over
values (all-novel items). For the remaining two items, all of the category-items with uncorrelated features once the cue validity of the
consistent instantiated features were seen in training, and the one overldpatures was taken into account. Similarly, Murphy and
feature was a novel instantiation of the overlap feature seen in training\Wisniewski (1989) found no evidence for the learning of a per-
Critica“y, these two items differed in that for one triad membel’, all four fectly correlated feature in an expenmental Study us|ng
category-consistent features came from the same breed (one-breed itemé)(perimenter-created materials. Chin-Parker and Ross (2004)
whereas for the remaining ftem, two came ffom one breed and the OtheI’round evidence that perfectly correlated features were learned
two came from a different breed (two-breed items). An example of a test . .
triad is shown in Figure 6. yvhen .Iearnlng took the form of an inference task rather than an
induction task, but even here, the effect was small.
The current study was worth running even in the face of these
Procedure weak prior results because of our interest in the distinction be-
tween informational and instantiated features. The studies above
Training was identical to that used in Experiment 1, with one important,,sa oy feature structures that we would refer to as informational.
exception. Prior to displaying the training items, the experimenter read e have argued throughout this article that the different levels of
short description of the characteristic features of the two categories;

“Bleebs usually have a rounded head, a rounded body, two feet, a short taa‘l’eatures play different roles in categorization. This distinction

and stripes. Ramuses usually have an angular head, an angular body, Lpakes the current demonstration for instantiated features impor-
feet, a long tail, and dots.” At test, participants ranked triads of items as td@nt for our argument.

which was the best example of a suggested category. The suggestedA related— but different—distinction, that of verbal versus per-
category was always the category consistent with the majority of featuresceptually mediated features, might also explain why we have been
Each item was ranked on a three-point scale, with 3 indicating the itemable to show some learning of correlated features even though the
least likely to be a member of the suggested category, and 1 indicating thfzatures were more weakly correlated than many previous studies
item in the trio most likely to be a member of the suggested category. that have had difficulty finding such evidence (e.g., Chin-Parker &
Ross, 2004; Murphy & Wisniewski, 1989). The features of verbal
Analysis stimuli are highly discrete and parsed (constructed) for the partic-
ipant by the experimenter. In contrast, even with simple, percep-
Mean rankings of the three types of test items were computed for eactually mediated materials in which the learning is accompanied by
participant: one-breed items, two-breed items, and all-novel items. Differinstruction regarding diagnostic features, the particular boundaries
ences in the mean rankings were analyzed with the nonparametric equitvave to be determined by the participant. This necessitates attend-
alent of the one-way repeated measures ANOVA (Friedman test), as thgyg to at least adjacent features concurrently, allowing incidental

rankings are nonindependent. We also ran planned comparison on ﬂ]@arning of feature co-occurrence to a greater degree than in
difference between within-breed and between-breeds items using the non;

parametric analogue of the pairetest (Wilcoxon signed-ranks test). We StUdl.es S.howmg litle learning.

expected that one-breed items would be ranked lower (more likely to be a It '_S still tru.e, howev_er, that.the effect of qurelgted features
member of a given category) than two-breed items and that these in tur€lational or instance information) was small in this study. We
would be ranked lower than all-novel items. As it was not clear what wasConjecture that this is true because both the conditions and mate-
a meaningful measure of effect size for such nonindependent ranks, wéals in all of these studies encouraged attending to separate fea-
present only the raw difference between mean ranks. tures. This will be discussed more fully in the General Discussion.
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For the present, we restrict ourselves to the conclusion that wenstantiated feature also can provide sufficient information under
cannot assume that previously reported instance effects (e.giestricted or distorted viewing conditions. The head of a dog
Brooks et al., 1991) are solely due to the effects of individualemerging from behind a fence leaves little doubt as to what will
instantiated features. soon be visible; a familiar polygonal papule might allow diagnosis
when the normal forms of other cues have been destroyed by
scratching or rendered unfamiliar by being on the skin of a person
of an unfamiliar race or age. Another way to state this constraint

In this article, we have argued that familiar instantiations ofis to consider the within- and across-category distribution of such
features play a vital role in categorization distinct from the infor- features. For many concrete, named categories, strong perceptual
mational features directly captured in rules and informal commu-similarity of parts within categories is common. The legs of one
nications. In all of the preceding experiments, we have shown thagoat are likely to strongly resemble the legs of at least some other
a familiar instantiation has a greater, often markedly greatergoats. By contrast, strong perceptual similarity of parts across
influence on categorization than does a novel feature with the sameategories is comparatively rare—although informational identity
informational value. This effect of familiar instantiations occurred of individual parts can be frequent. The goat legs are unlikely to
both when the participants were attempting to induce the bases atrongly resemble the legs of any cow, despite both animals
categorization (Experiment 1) and when they were actually giversharing the informational property of four legs.

a rule (Experiments 2, 3, and 6). Experiment 3 showed that this The confounding of feature instantiation and category in our
everyday type of weak rule (a feature list with no decision proce-material also is critical to other phenomena. Hannah and Brooks
dure) had the effect of directing attention to some features andin press) have shown that categorical biasing effects—similar to
establishing the instantiations of those features as especially influthose found in the medical cognition literature (LeBlanc et al.,
ential in item identification. These familiar instantiations can also2001)—critically depend on instantiations being highly predictive
influence the interpretation of ambiguous features more than dof category. In a companion article (Hannah & Brooks, 2006), we
novel instantiations with the same informational value (Experi-showed that effects of familiar instantiations, such as those shown
ment 5), and their effect was not restricted to the special case dh Hannah and Brooks (in press) and in the current article, are due
there being only one instantiation of a feature within a categoryto differential weighting of the familiar feature rather than to
(Experiment 4). attention being distracted from novel features.

In evaluating this evidence, we must first point out that we Considering the development of category-specific features, as
believe the normal role of a familiar instantiation is to augment anddocumented by Schyns et al. (1998), our speaking of category-
help interpret other evidence, not to reverse a decision based on apecific instantiations may be as much an acknowledgment of a
of the other features. Putting a familiar instantiation in oppositionprocess of feature construction as a statement about the distribu-
to several novel features is an experimental convenience, not #onal properties of the world. At a minimum, however, we are
suggestion that a familiar instantiation normally contradicts lessarguing that constructing distinctive shared features at a perceptu-
familiar evidence. In this light, the more realistic test condition ally specific level is easier than at a more abstract level. More
would have been to put a familiar bleeb feature in the company oprecisely, constructing features shared with at least a few other
novel bleeb features and evaluate performance against a bleeb wiithdividuals but only within a category is easier at a more specific
entirely novel features. The problem, of course, is that, for theséevel. Regardless of origin, however, specific instantiated features,
materials, performance with the novel features was close enough wwhen present, are more likely to be predictive of categories than
ceiling to leave a very restricted range within which to observe ourare the more abstract informational features.
effects. A second special constraint on these results is that the testFor the purpose of framing efficient characterizations of cate-
items were all sort of like new. The all-novel conditions provided gories, however, features at the level of instantiations are inappro-
items that were perceptually unfamiliar but that provided materialpriate. Despite its high predictiveness, a particular instantiation
to which the induced or presented rule could readily be appliedcovers so small a range of items that a great many such features are
This is commonly the situation of the beginner, more rarely of therequired to cover the tremendous variety within most concrete
expert, faced with a strange presentation. Obviously, we wouldategories. Informational features, selected to be sufficiently ab-
pick different transfer items if we were attempting to investigate stract to cover most of the manifestations within a category, pay a
the perceptual familiarity of whole instances. These items are veryrice in also applying to features in other categories. At this
informative, however, for investigating the specialization that oc-informational level, but only at this level, we have the problem
curs in developing and learning to apply a rule. pointed out by Wittgenstein (1953): No single abstract feature is
necessary for a category, and no small combination of features is
sufficient. The informational feature is excellent for efficient com-
munication, for broad transfer, and for deliberate control of in-

Regardless of experimental tactics, these results raise the quespection, whereas the instantiation is the more informative for
tion as to why anyone should rely so strongly on a single percepidentifying a particular case.
tual match, in some cases more strongly than several novel instan- This contrast between the scope and the validity of features is
tiations of features that predict a different category. We argue thafundamental to their roles in categorization. Instantiated features
the major reason is that a single, perceptually rich feature isre selected for their ability, when present, to accurately predict the
extremely diagnostic of the category. The informational feature ofrelevant category. This level is learned in the inspection of new
two legs leaves doubt as to whether the possessor is a human ongembers of a category (strongly facilitated by the experimenters’
bird, but an instantiation as a baby’s legs removes question. Aselection and manipulation of materials) and is heavily relied on in

General Discussion

The Task-Specific Value of Instantiated Features
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the identification of new items. In contrast, informational featureser’s task is to become familiar with a varied array of instantiations,
are selected for their scope and their applicability to a wide rangeéhen the most useful information to be given may be the names of
of instantiations. This level is the content of normal communica-the features to be learned about. A list of informational features,
tions and, we suspect, a component of the deliberate control ahen, would express most of what is easy and useful to express.
attention. If the materials in an experiment do not represent both
levels of features, they are restricting the phenomena that can be
explored. If a model does not represent both levels of features, it
cannot account for important phenomena in categorization and The first all-too-familiar step for medical students, when faced
concept learning. with a novel medical rule such as “pruritic, violaceous, polygonal-
shaped papules,” is to look up the terms in a medical dictionary.
Even after translation into “itchy, violet, angular bumps,” these
terms have to be useful for perceptual expectations in order for the
We have characterized everyday rules (weak rules) as consistinglle to guide inspection of the case. By some direct or indirect
of a list of (informational) features without a decision component, processes, the terms have to be grounded in visual perception for
like those produced by our participants in Experiment 1 and aghem to function for a new learner (Glenberg & Robertson, 2000).
found in many areas of expertise such as medicine. As just arguetiowever, the process described in the introduction and throughout
we expect most of the features mentioned to be at a relativelyhe experiments suggests that this grounding changes rapidly with
abstract, informational level given the communicative intent ofexperience of a particular category. Experience with a number of
stating a rule. However, why should there be no decision procebirds provides a set of instantiations of flying that gradually
dure? There are several background reasons that are obvious abecomes birdlike flying; experience with cases of lichen planus
clearly relevant. However, there is one additional reason thabecomes the basis of lichen planuslike polygonal bumps. The
follows from the general theme of this article that should also beoriginal general language ternflying and polygonal papules
considered. become restricted in scope to no longer apply to manifestations
One background possibility for the lack of an explicit decision that are inappropriate to the category. Such a set of instantiations
rule is that people generally have a hard time expressing quantbecomes exactly the radial, perceptual symbol system described by
tative information. Possibly a more general reason for not closel\Barsalou (1999) and Goldstone and Barsalou (1998); the contrast
specifying weights is that unit weights are sufficient to capturebetween informational and instantiated features is parallel to the
most of the predictive power for new items. As Dawes (1979) anddistinction between global and local features made by Solomon
Dawes and Corrigan (1974) have demonstrated, elaborate estimand Barsalou (2001). What we hope to add is the linking of this
tion of weights often improves prediction mainly for the original distinction to a somewhat different task analysis and an emphasis
data set but relatively little for generalization data. Simply check-on the contrast in operation of the two different referential levels
ing off the features for and against a hypothesis may capture mosif features.
of the generalizable variance. However, if this checking off were Unless a term in a rule is grounded at the level of general
a normal procedure, we would expect people to offer countinganguage, it will not be useful to a beginner. Unless the term
rules quite frequently: rules such as “three out of four” or “most of becomes restricted to concept-specific usage, it will not reflect
the features.” experience in a complex world. With experience, the term be-
An explanation for the usual lack of a decision procedure,comes the name for a set of acceptable instantiations. Our sugges-
consistent with the theme of this article, is that weighting of tion, then, is that terms have to be grounded at both the general-
informational features across items is not the only and maybe ndanguage and the concept-specific levels to function usefully in
the most useful information. Consider the generalization items irconcept identification.
the right column of Figure 2. It might be tempting to call the top
item a ramus because of the legs (shared with the prototype
ramus), the second item a ramus because of the head (shared with
the prototype ramus), and the third and fourth items ramuses In principle, the concept-specific representation of an informa-
because of the pattern and torso shape, respectively (also shargonal feature could be some sort of an average of the perceptual
with the prototype). That is, the most useful feature could changeroperties of instantiations previously experienced in that cate-
from item to item depending on the particular instantiation of thegory. A new feature would activate this instantiated representation
feature. Considering everyday stimuli, different features may beproportionately to the similarity of its properties to those of the
clear under different viewing conditions, and different featuresaveraged representation. Alternatively, a region of feature space in
may have been subject to distortion because of the vicissitudes afhich all features are assigned to a single category could be
life. It is when feature instantiations are treated as a general classharacterized as lying within a set of decision boundaries (e.g., see
when the decision is being made on the level of informationalreview by Ashby & Maddox, 2005). For categories in which there
features, that the averaging involved in weighting terms acrossre smooth transitions among the feature manifestations assigned
items is the most useful. to the same category (e.g., continuous sensory dimensions such as
In sum, the weak rule form of everyday communications maywavelength or location), either of these could be a reasonable
reflect important aspects of identification procedures. If identifi- representation. However, as previously mentioned, human legs are
cation is commonly influenced by familiar feature instantiationsas diverse as a baby’s legs, a sumo wrestler’'s legs, a young
that vary from trial to trial, then expressing a weighting of infor- woman'’s legs, a hairy old man’s legs, and the legs of a victim of
mational features across items may be inappropriate. If the learrstarvation. Despite this variety, it is still possible to see legs that

Two Levels of Grounding of Terms

The Form of Everyday Rules

Modeling Instantiated Features
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would more nearly suggest a bird, a filmmaker’s android, or just afeatures rather than instances. Because the items within a category
bad drawing. That is, similarity to specific subvarieties as well asshared many instantiated features, the individual items were less
different from all are important operations in people’s judgmentsdistinctive than if each item had many unique instantiations (e.g.,
within the category of human legs (see Mewhort & Johns, 2005Allen & Brooks, 1991; Regehr & Brooks, 1993). Further, all items
for a model of such a process applied to recognition memory) andhad the same number of parts, and both categories had an identical
therefore in using these features for a decision about the categogimensional structure. This regular structure makes it easy for a
of human. This is analogous to the major argument for instanceparticipant to compare items for the parts that contrast or are
over prototypes as a representation of concepts. In a sense, we ajieared, but it is not a characteristic of natural categories such as
proposing instances on a feature level: a specific version of treatmedical cases. Finally, of course, several of these experiments
ing features as categories in themselves, as suggested by Schygve the participants weak rules that were specified in terms of
and colleagues (Schyns et al., 1998; Schyns & Murphy, 1994parts. We think that these are interesting conditions to investigate,
Schyns & Rodet, 1997). especially for formal teaching, but they certainly are not neutral for
However, there is a crucial limit to the instances on a featurewhat is learned.
level analogy for instantiated features. The operation of instanti- In modeling the phenomena described in this article, we suspect
ated features suggested in this article often is clearly in the servicghat we will ultimately have to deal with instantiations and infor-
of analytic processing. The instantiated features invoked by a rulgnational features either in different systems or with different
are attended to, at least initially, because they are held to bgpecification of their processing contexts (e.g., Ashby & Maddox,
especially relevant properties of the case being categorized. Ip005). However, we believe that it is important to first explore the
contrast, one of the important properties of instance models is thagxplanatory power of representing features with a wide scope but
they can operate in a more nonanalytic manner. Saying that goderate predictiveness in contrast to features with a narrow scope
current item is similar to an item previously experienced does nobut very high predictiveness. A simple, two-layer connectionist
require that one have a strong theory about the key elements for thiodel in which the instantiated—informational distinction is mod-
judgment being made. If the two items match on enough propereled solely as features with these contrasting scope—predictiveness
ties, the key properties are probably matched also, and the odds ggoperties is able to capture the main phenomena in this article
that putting them in the same category is appropriate. Such globgHannah, Jankowitz, & Brooks, 2004). It also produces the asso-
matching is clearly not what is happening in most of the experi-ciative blocking effects characteristic of several connectionist
ments in this article, most obviously in Experiment 3 in which the models, including Kruschke’s ADIT and ATRIUM (Kruschke,
presented rule strongly influenced which instantiations becameqg1), that also occur in our materials. The relations between
especially influential. Instantiated features are a way in whichinstantiated and informational features cannot be arbitrary, but the
heterogeneous perceptual specificity can affect the application gf|ative weighting of them is easily changed by experimental
rules and causal explanations. manipulations such as number of instantiations per informational
Obviously, the instantiated features suggested in this article coulgbatyre and the cue validity of the informational features. Also, as
also operate as components of whole instances. The results of pri@ﬁggested by the results of Experiment 6, a more general model
rule-directed attention could be embodied in instance representationg| ultimately have to include coordination of feature-based and
by greater weighting of the attended features. However, the perceptug|stance-based categorization, similar to that provided in ATRIUM

specificity of instantiated features potentially allows this weighting to,y Erickson and Kruschke (1998) and Kruschke (2001).
be done in a more flexible manner than by weighting whole dimen-

sions across all items, as is done in the generalized context model
(Nosofsky, 1984) and ALCOVE (Kruschke, 1992). Clearly, the re- Conclusion
sults with the interfering-features items in Experiment 1 (see Figure 2,
right column) imply weighting that is not done a whole dimension at ~ Finally, let us return to the undergraduate’s definition of a bird:
a time. What is not a matter of conjecture, however, is that there aréA bird sings, flies, and has feathers.” The terms are grounded at
effects of perceptual specificity in these experiments that cannot ba general-language level useful for a beginner or they would not be
accounted for by instantiated features. Experiment 6 demonstratég-ceptable as an answer to an everyday “How do you know?”
that learners responded to the joint familiarity of combinations ofgquestion. However, they clearly have a concept-specific extension
instantiated features and not just to a sum of the familiarity of thebecause the student did not accept the example of a diva with a
individual feature instantiations. That is, some relational informationfeather boa on a jet as relevant to the rule. The decision component
was learned and used in the plausibility ranking given by thewas missing the student’s rule at least partly because the weighting
participants. of particular characteristics is not stable across perceptual presen-
It is important, however, to remember that the conditions intations or novel items. What is given is useful as long as people
these experiments clearly favor the more direct effect of individualaccept it as instructions for perceptual learning, not as an identi-
features rather than the indirect contribution through selectindication procedure. These formally inadequate everyday rules say
prior whole instances. The difference between the all-novel conmuch of what can be said within the efficiency limits of acceptable
ditions and the perceptual-interference conditions of Experimentsommunication. The same seems to be true of the identification
1-4 was the familiarity of a single instantiated feature, not therules given in areas of formal instruction, despite the obviously
overall similarity of whole instances. This was meant to model thegreater care given to their formulation. These contrasts between
situation in which a beginner’s eye is caught by a particularlythe knowledge used in general communication or personal atten-
meaningful feature, a common report in medical learning. Secondjon control and that used in specific identification seem central to
the structure of the learning materials contributed to focusing orunderstanding adults’ category learning.
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Appendix
Feature List Display Instructions for Experiments 2 and 3

Experiment 2 Ramuses usually have a six-sided torso or body; four thin-stepping feet or
legs; and a tall, treelike crest.”
“Here is a list of features that may help you: Bleebs usually have two Feature Set B. “Bleebs usually have an egg-shaped head on a short,
legs, stripes, rounded head and rounded torso, while a Ramus usually hasde neck; dark, widely spaced stripes; and a short, feathery tail. Ramuses

four legs, dots, angular head, and an angular torso.” usually have a four-sided head on a long, thin neck; scattered dots on their
Experimenter displays feature list and Pairs 1-10 with names beneathody; and a long curved tail.”
(approximately 10 s each).

Experimenter shows first pair and points out that “Indeed, this bleeb has
Experiment 3 [feature list], and this ramus has [feature list].” Experimenter then displays
feature list and Pairs 1-15 with names beneath (approximately 10 s each),
“Here is a list of features that may help you.” announcing bleeb and ramus for each displayed pair.
Experimenter displays feature list on overhead and reads either Feature )
Set A or Feature Set B. Received March 3, 2005
Feature Set A. “Bleebs usually have a round, whistle-shaped torso or Revision received July 21, 2005
body; two plump, stationary feet and legs; and a short, wide, fanlike crest. Accepted August 2, 200
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